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"The generalized Wilcoxon test can also be used to compare three or more distributions, analogous to the 
Kruskal-Wallis test"(Helsel D, 2005). 

"[…] the test (Peto-Peto tests, or generalized wilcoxon test) is more powerful than the log-rank test, and is 
therefore more likely to detect true differences when data come from a lognormal distribution (Lee, 1992). 
The Peto–Peto test ‘‘gives more weight to early failures’’, meaning that it is sensitive to differences in the 
higher values of left-censored data sets (Lee, 1992). Because many environmental data sets are 
approximately lognormal, and the upper portions of groups are where detected differences often occur, the 
Peto–Peto test is judged to be the most appropriate […]"(Lee and Helsel, 2007). 
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Annex 4: General Description of Trend Detection 
Techniques 
The trend detection techniques used in this report are as follows: 

 

1. Kendall’s Tau Correlation  

2. Mann-Kendall test 

3. Theil Slope test 

4. Pearson’s Correlation 

5. Model Utility Test for Simple Linear Regression Model 

6. Spearman Correlation  

7. Independent two sample heteroscedastic “t” test 

8. Wilcoxon Rank Sum test  

9. Mann-Whitney test 

10. Fryer and Nicholson Lowess test as implemented by Trend-Y-Tector software 

11. Lag 1 autocorrelation test 

Tests 4 and 5 above are in fact equivalent and so only test 4 has been used. Tests 8 and 9 are also 
equivalent. 

It should be noted that testing the Theil Slope and conducting the Mann-Kendall test are actually equivalent 
to testing Kendall’s Tau correlation. Consequently discussions are restricted to the Kendall’s Tau test.  

Kendall’s Tau 

This is a measure of the strength of association between a set of observations X and another rset Y.  Let (Xi, 
Yi) and (Xj,Yj) be a pair of (bivariate) observations. If Xj -Xi and Yj - Yi have the same sign, we shall say that 
the pair is concordant, if they have opposite signs, we shall say that the pair is discordant. In the (x,y)-plane 
points with a positive slope + + form a concordant pair, while the points with a negative slope +

+ form a 
discordant pair.  

Given n pairs of observations (Xi,Yi) we can form n(n-1)/2 pairs corresponding to choices 1 <= i <j<= n. Let C 
stand for the number of concordant pairs and D stand for the number of discordant pairs. Kendall’s S may be 
computed as S = C - D and this clearly measures the association between X and Y.  

S may be standardized by computing tau =2S/n(n-1) which will always have values between  -1 and 1. Tau is 
called Kendall’s correlation coefficient. 

The maximum value +1 is achieved if all n(n -l)/2 pairs are concordant which corresponds to a monotonic 
increasing trend for all points in the X-Y plane and the minimum value -1 is achieved if all pairs are 
discordant (monotonic decreasing trend)  
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Pearson’s Correlation Coefficient 

Pearson’s correlation coefficient differs from Kendall’s tau in that it measures the strength of the linear 
association between X and Y. A non-linear association may not necessarily be detected by Pearson’s 
correlation coefficient “r”. It is computed for a sample of n (x,y) observations as follows: 
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Pearson’s correlation like Kendall’s tau takes values between -1 and +1 with values close to +1 indicating a 
strong positive linear association between X and Y and values close to -1 indicating a strong negative linear 
association between X and Y. Values close to 0 indicate no linear association between X and Y there may 
however be a nonlinear association. 

Spearman’s Correlation Coefficient 

To compute Spearman’s correlation coefficient, first consider the N X observations. A rank is assigned to 
each observation which determines its position in the set of X observations. So for example the smallest X 
observation will receive rank 1 and the largest rank N. Separately assign ranks to the Y observations. Finally 
compute Spearman’s correlation coefficient by using the same formula as for Pearson’s correlation but 
replacing each (x,y) pair by the corresponding pair of x and y ranks. Spearman’s correlation has two potential 
advantages over Pearson’s correlation: firstly it does not require the normality assumption; secondly it does 
not test only for a linear relationship but rather for any monotonic relationship. 

Independent two sample heteroscedastic “t” test also called Welch-Aspin approximate test 

The two sample t test may be used to test for the presence of a trend as follows. Consider a series of 
observations from time T1995 to time TNow with a reference time set at 2001. Split the observations into two 
subsets, those before the reference year in what is called the baseline period and those after 2001. Compute 

the mean and variance of the observations from the baseline period as bx and
2
bs  and the mean and 

variance of the observations from the post 2001 period as ax and
2
as . Let na and nb be the number of 

observations in samples A and B respectively. Then assume that the baseline observations are chosen 
independently from a Normal distribution and that the post 2001 observations are chosen independently from 
a possibly different Normal distribution then we may test the hypotheses that there is a significant difference 
between the true mean in the baseline period and the mean in the post 2001: 

Ho: μb-μa=0     vs     Ha: μb-μa <0 

using the test statistic: 
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This statistic follows under the H0 hypothesis a Student distribution with 
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of freedom13. 

 

Wilcoxon Rank Sum Test 

This test is a non parametric version of the two-sample t-test. Test the hypotheses that there is a significant 
difference between the true mean in the baseline period and the mean in the post 2001: 

Ho: μb-μa=0     vs     Ha: μb-μa <0 

 

The data are split into two groups as before: 

Baseline Group:   B1, . . . ,Bn1  

Post 2001 Group:   A1, . . . , An2  

1. Combine the samples into one sample of Wi’s. Order data in the combined sample W(1) ,W(2) , . . . , 
W(n1+n2) 

2. Assign rank i to the ith smallest observation (in the case of ties, assign the average rank to each 
observation) 

3. Let R1 = sum of ranks attached to observations in sample 1 

4. K1 = R1 − n1(n1+1)/2 

5. The test statistic is Uobs = max(K1, n1n2 − K1) and it follows a special Wilcoxon Rank Sum 
distribution. 

Trend-Y-Tector Lowess Test 

The essential idea is to fit a smooth curve f(t) to the time series data. This smooth curve is supposed to be a 
better representation of the underlying process with random variation removed. The principle is then to 
assess which of three hypotheses is more appropriate: 

H0: f(t)= Smoother is constant 

H1: f(t)= Smoother is a linear function of time 

H2: f(t)= Smoother is an unspecified smooth function of time i.e. the level is not changing, there is a 
linear trend, or there is a more complex change taking place.  

Three formal tests are then conducted: 

Loess Level Test:  

H0 vs. H2: Do contaminant levels vary with time? 

If so then one attempts to establish if the trend is linear or more complex 

Loess Linear Test: 

H0 vs. H1: Do contaminant levels vary linearly with time? 

                                                      
13  http://en.wikipedia.org/wiki/Student's_t-test and Annex 5 of PE1. 
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Loess Non-linear effect:  

H1 vs. H2: Do contaminant levels vary non-linearly with time? 

This test is described in the attached paper by Fryer and Nicholson. Implementing this test is a difficult task. 
To date I have identified two programmes both developed under the auspices of OSPAR which have 
incorporated the test: 

Trend-Y-Tector  http://www.trendytector.nl/ 

R-Trend   http://www.quodata.de/ 

As it is freely available, the Trend-Y-Tector has been used for this work. 

Lag 1 Autocorrelation Test 

The Lag-1 autocorrelation is defined as  
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This correlation measures the association between observations at time “t” and at time “t-1”. Knoke (1975) 
suggested that this autocorrelation could be used as a test of non-randomness in data and consequently as 
a trend detection tool. The autocorrelation follows an approximate Normal distribution with mean and 
variance given by: 
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This can be used to test the hypotheses: 

Ho: r1=0     vs     Ha: r1 >0  

using the standard normal test statistic  
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